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How Hippocampus and Cortex Contribute to Recognition Memory:
Revisiting the Complementary Learning Systems Model

Kenneth A. Norman*

ABSTRACT: We describe how the Complementary Learning Systems
neural network model of recognition memory (Norman and O’Reilly
(2003) Psychol Rev 104:611-646) can shed light on current debates
regarding hippocampal and cortical contributions to recognition mem-
ory. We review simulation results illustrating three critical differences
in how (according to the model) hippocampus and cortex contribute to
recognition memory, all of which derive from the hippocampus’ use of
pattern separated representations. Pattern separation makes the hippo-
campus especially well-suited for discriminating between studied items
and related lures; it makes the hippocampus especially poorly suited for
computing global match; and it imbues the hippocampal ROC curve
with a Y-intercept > 0. We also describe a key boundary condition on
these differences: When the average level of similarity between items in
an experiment is very high, hippocampal pattern separation can fail, at
which point the hippocampal model will start to behave like the cortical
model. We describe the implications of these simulation results for
extant debates over how to describe hippocampal versus cortical contri-
butions and how to measure these contributions. o 2010 Wiley-Liss, Inc.
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INTRODUCTION

Over the past decade, there has been a heated debate over how to

computational methods; neural networks; recognition

characterize the contributions of the hippocampus vs. medial temporal
lobe cortex to recognition memory. Some researchers have argued that
hippocampus and cortex implement recollection and familiarity, respec-
tively [e.g., Yonelinas (2002) and Aggleton and Brown (1999)], whereas
others have argued that this distinction does not adequately capture the
differences in these structures’ contributions [e.g., Squire et al. (2007)].
One reason that this debate has lasted so long is because of disagreement
over how to measure hippocampal and cortical contributions. Yonelinas
and colleagues have developed several techniques for estimating recollec-
tion and familiarity based on behavioral data (Yonelinas, 1994; Yonelinas
et al., 1998); these procedures rely on a core set of assumptions about
the properties of recollection and familiarity. If these assumptions
adequately describe the (respective) contributions of hippocampus versus
cortex to recognition memory, then Yonelinas’ measurement procedures,
which were originally developed apart from neural considerations, can
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be used to estimate the contributions of these struc-
tures. However, the validity of the assumptions is still
very much in question [e.g., Wixted (2007) and
Wixted and Squire (2008)].

In this work, we describe how a computational
model that my colleagues and I have developed [the
Complementary Learning Systems (CLS) neural net-
work model; Norman and O’Reilly (2003)] can help to
address these controversies. Importantly, this model
does not build in any specific claims about how hippo-
campus versus cortex might contribute to recognition
memory. Rather, our approach has been to start out
with some widely accepted ideas about key anatomical
and physiological properties of hippocampus and cor-
tex, and then use our computational models to explore
the implications of these ideas for how these structures
might contribute to recognition judgments. The most
important of these ideas is that hippocampus imple-
ments pattern separation (i.e., it is biased to assign dis-
tinct representations to input patterns, regardless of
their similarity) but cortex does not. The model allows
us to explore the implications of this difference in pat-
tern separation for recognition performance.

In the Complementary Learning Systems Frame-
work section of this work, we review the basic Com-
plementary Learning Systems account of the division
of labor between hippocampus and cortex (McClel-
land et al., 1995). In the Applying CLS to Recogni-
tion Memory Data section, we describe how we have
applied our models of hippocampus and cortex to rec-
ognition memory data. In the Key Results from our
CLS Recognition Memory Simulations section, we
review simulation results illustrating three critical dif-
ferences in how (according to the model) hippocam-
pus and cortex contribute to recognition memory; all
these differences relate to the difference in pattern sep-
aration described earlier. We also describe a key
boundary condition (i.e., limit) on these differences:
When the average level of similarity between items in
an experiment is very high [e.g., all of the stimuli in
the experiment are computer-generated male faces;
Yotsumoto et al. (2007)], hippocampal pattern separa-
tion can fail, at which point the hippocampal model
will start to behave like the cortical model. Finally, in
the Implications for the Current Debate section, we
describe the implications of these simulation results
for extant debates about the neural basis of recogni-
tion memory.
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THE COMPLEMENTARY LEARNING

SYSTEMS FRAMEWORK

The CLS framework developed by McClelland et al. (1995)
incorporates several widely held ideas about the division of
labor between hippocampus and neocortex that have been
developed over many years by many different researchers [e.g.,
Scoville and Milner (1957), Marr (1971), Grossberg (1976),
O’Keefe and Nadel (1978), Teyler and Discenna (1986),
McNaughton and Morris (1987), Sherry and Schacter (1987),
Rolls (1989), Sutherland and Rudy (1989), Squire (1992),
Eichenbaum et al. (1994), Treves and Rolls (1994), Burgess
and O’Keefe (1996), Wu et al. (1996), Moll and Miikkulainen
(1997), Hasselmo and Wyble (1997), Aggleton and Brown
(1999), and Becker (2005)]. According to the CLS framework,
neocortex forms the substrate of our internal model of the
structure of the environment. In contrast, hippocampus is spe-
cialized for rapidly and automatically memorizing patterns of
cortical activity, and so they can be recalled later based on par-
tial cues (pattern completion). The model posits that neocortex
learns incrementally; each training trial results in relatively
small adaptive changes in synaptic weights. These small changes
allow cortex to gradually adjust its internal model of the envi-
ronment in response to new information. The other key prop-
erty of neocortex (according to the model) is that it assigns
similar (overlapping) representations to similar stimuli. Use of
overlapping representations allows cortex to represent the
shared structure of events and therefore makes it possible for
cortex to generalize to novel stimuli based on their similarity to
previously experienced stimuli. In contrast, the model posits
that hippocampus assigns distinct, pattern separated representa-
tions to stimuli, regardless of their similarity. This property
allows hippocampus to rapidly memorize arbitrary patterns of
cortical activity without suffering unacceptably high (cata-
strophic) levels of interference.

APPLYING CLS TO RECOGNITION

MEMORY DATA

Norman and O’Reilly (2003) built cortical and hippocampal
neural networks that instantiate the CLS principles outlined
above. Here, we describe how we applied these neural networks
to recognition memory data.

Cortical Contributions to Recognition Memory

The cortical model cannot support pattern completion of
novel associations after a single study exposure (due to its rela-
tively low learning rate), but it can discriminate between stud-
ied and nonstudied items based on the sharpness of their repre-
sentations in perirhinal cortex.

Figure 1 illustrates the structure of the CLS cortical model
(note that the actual model had more simulated neurons). The
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FIGURE 1. Illustration of the sharpening of hidden (peri-
rhinal) layer activity patterns in a miniature version of the CLS
cortical model. (a) Shows the network before sharpening; perirhi-
nal activity (more active = lighter color) is relatively undifferenti-
ated. (b) Shows the network after Hebbian learning and inhibitory
competition produce sharpening; a subset of the units are strongly
active, while the remainder are inhibited. Figure adapted from
Norman and O’Reilly (2003).

model consists of an input layer (corresponding to lower
regions of the cortical hierarchy), which projects in a feedfor-
ward fashion to a hidden layer (corresponding to perirhinal
cortex). As mentioned earlier, the main function of cortex is to
extract statistical regularities in the environment; the two-layer
CLS cortical network (where perirhinal hidden units compete
to encode regularities that are present in the input layer) is
meant to capture this idea in the simplest possible fashion.
Because the cortical model uses a small learning rate, it is not
capable of pattern completion following limited exposure to a
stimulus. However, it is possible to extract a scalar signal from
the cortical model that discriminates between previously pre-
sented and novel stimuli. In the cortical model, as items are
presented repeatedly, their representations in the upper (peri-
thinal) layer become sharper: Novel stimuli weakly activate a
large number of perirhinal units, whereas previously presented
stimuli strongly activate a relatively small number of units.
Sharpening occurs in the model because Hebbian learning spe-
cifically tunes some perirhinal units to represent the stimulus.
When a stimulus is first presented, some perirhinal units (by
chance) will respond more strongly to the stimulus than other
units. These “winning” units get tuned by Hebbian learning to
respond even more strongly to the item then next time it is
presented; this increased response triggers an increase in feed-
back inhibition to units in the layer, resulting in decreased acti-
vation of the “losing” units. This latter property (whereby
some initially responsive units drop out of the stimulus repre-
sentation as it is repeated) is broadly consistent with the neuro-
physiological finding that some perirhinal neurons show
decreased responding as a function of how often a stimulus has
been presented [e.g., Xiang and Brown (1998), Li et al.
(1993), and Viskontas et al. (2006)]. Figure 1 illustrates this
sharpening dynamic.

In the Norman and O’Reilly (2003) paper, the cortical
memory signal was operationalized by reading out the activa-
tion of the # winning units in the perirhinal layer (where 4 is a
model parameter that defines the maximum number of units
that are allowed to be strongly active at once), although other
methods of operationalizing familiarity are possible [e.g., we



can measure how quickly activation spreads to the perirhinal
layer of the network from the input layer; Norman and
O’Reilly (2003)]. We should also note that sharpening is not a
novel property of the CLS model. Rather, it is a general prop-
erty of competitive-learning networks with graded unit-activa-
tion values in which there is some kind of contrast enhance-
ment within a layer [see, e.g., Grossberg (1986), Section 23,
and Grossberg and Stone (1986), Section 16].

Although the Norman and O’Reilly’s (2003) cortical model
provides a straightforward implementation of sharpening, the
model falls short in several ways. For example, Bogacz and
Brown (2003) demonstrated that the simple Hebbian learning
rule used in the model yields grossly inadequate storage capacity
(i.e., the number of novel vs. familiar patterns that can be suc-
cessfully discriminated does not scale well as a function of net-
work size). The model also fails to account for cortex’s ability to
complete well-learned patterns. Extant evidence from amnesic
patients suggests that, while the hippocampus may be needed to
complete novel patterns that have only been studied once,
patients with relatively spared medial temporal lobe cortex can
learn to recall novel associations (e.g., new semantic facts) after
extensive exposure to these novel associations [e.g., Gardiner
et al. (2008)]. Because the Norman and O’Reilly (2003) cortical
model only has feedforward connections (i.e., it lacks feedback
connections from the upper layer to the lower layer, and it lacks
recurrent connections within layers), the model lacks the ability
to fill in missing pieces of well-learned input patterns. To remedy
these deficits, we have explored a variant of the model that
includes feedback and recurrent connections and uses a new
learning algorithm [the Oscillating Learning Algorithm; Norman
et al. (2005, 2006)]. The new version of the model has much
better storage capacity than the original version, and it also has
the ability to fill in missing pieces of stored patterns after exten-
sive exposure to those patterns. Importantly, all the cortical
model properties that are described in Key Results from our CLS
Recognition Memory Simulations section (below) also apply to
this updated version of the model.

Another shortcoming of the Norman and O’Reilly (2003)
cortical model is that it does not directly address questions of
functional specialization within cortex: In our description of
the model (above), we asserted that that judgments of the fa-
miliarity of object stimuli are based on the sharpness of repre-
sentations in perirhinal cortex, but we did not explain why
perirhinal cortex (out of all cortical regions) plays this role.
With regard to this question, the CLS framework (as originally
formulated by McClelland et al.) is broadly compatible with
the representational-hierarchical view of cortical organization
expressed by Cowell et al. (this issue). According to this view,
cortex is arranged into a hierarchy of layers, where each layer
learns to represent conjunctions of features on the layer below
it. Perirhinal cortex represents highly complex conjunctions of
object features by virtue of its position at the top of the ventral
visual stream hierarchy. As described by Cowell et al. [this
issue; see also Bussey et al. (2002), Bussey and Saksida (2002),
Barense et al. (2005), and Cowell et al. (2006, 2010)], this
ability to represent complex feature conjunctions makes perirhi-
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nal cortex especially useful for high-level object perception (i.e.,
discriminating between objects that contain different combina-
tions of complex features); it also makes perirhinal cortex espe-
cially useful for object recognition memory, compared to regions
lower in the hierarchy. The simple visual features (e.g., straight
lines) that are represented in lower cortical regions are likely to
be present in both studied items and lures, rendering them use-
less for discriminating between studied items and lures on a rec-
ognition test; by contrast, the more complex visual features that
are represented in perirhinal cortex are more diagnostic (i.e., they
are less likely to be shared across studied items and lures),
thereby making them more useful for discriminating between
studied items and lures (Cowell et al., 20006, this issue).

The main difference between the CLS framework and the
representational-hierarchical framework relates to the degree of
conjunctivity attributed to representations in perirhinal cortex.
Cowell et al. (20006, this issue) posit that each layer in the cort-
ical hierarchy learns conjunctions of features in the preceding
layer, regardless of how useful (or useless) these conjunctive
representations are for predicting meaningful outcomes. This
process culminates in perirhinal neurons that represent con-
junctions at the “whole object” level, such that different objects
(i.e., objects that differ in at least one feature) are assigned non-
overlapping representations in perirhinal cortex. The CLS view
of conjunctive learning in cortex is somewhat different; this
view is most fully described in a paper by O’Reilly and Rudy
(2001) that incorporated error-driven learning into the cortical
model (in addition to Hebbian learning). The key idea from
O'Reilly and Rudy (2001) is that, while cortex has the ability
to develop conjunctive representations, it does not learn these
representations automatically—rather, it acquires conjunctive
representations in a task-driven fashion [i.e., whenever the con-
junctive representation is needed to reduce prediction error; see
also O’Reilly and Norman (2002)]. Because conjunctive repre-
sentations are learned on an “as needed” basis, representations
in higher-level cortical regions in the O’Reilly and Rudy
(2001) model tend to be relatively less conjunctive and more
overlapping than the representations posited by Cowell et al.
(20006, this issue). We should emphasize that this difference is
largely a matter of degree (both frameworks posit the existence
of conjunctive representations in perirhinal cortex). Nonethe-
less, we think that the difference is consequential: The CLS
framework predicts that representations in perirhinal cortex
should overlap to the extent that objects share features, whereas
the framework posited by Cowell et al. does not. This “graded
representational similarity” property is very important for the
global match predictions described in the coming section.

One last issue relates to the difference between perirhinal
and parahippocampal contributions to recognition memory.
Although this difference has not been explicitly modeled in our
work thus far, we should note that the CLS framework is
broadly compatible with the BIC framework described by
Diana et al. (2007) and Ranganath (this issue). We believe that
the same basic compurtational operation (hierarchical feature
extraction) is taking place in ventral stream structures (peri-
rhinal cortex) and dorsal stream structures (parahippocampal

Hippocampus
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FIGURE 2. Diagram of the CLS hippocampal network. The
hippocampal network links input patterns in entorhinal cortex
(EC) to relatively nonoverlapping (pattern-separated) sets of units
in region CA3. The dentate gyrus (DG) serves to facilitate pattern
separation in region CA3. Recurrent connections in CA3 bind to-
gether all the units involved in representing a particular EC pat-
tern; the CA3 representation is linked back to EC via region CAl.
Learning in the CA3 recurrent connections, and in projections
linking EC to CA3 and CA3 to CAl, makes it possible to recall
entire stored EC patterns based on partial cues. Figure reprinted
from Norman and O’Reilly (2003).

cortex); the only difference is in the types of information that
are represented. Ventral-stream structures represent object infor-
mation, making this stream useful for judging the familiarity of
individual objects; dorsal-stream structures represent other types
of information (e.g., relating to spatial configuration) that can
be used to contextualize object representations.

Hippocampal Contributions to
Recognition Memory

The hippocampal model, unlike the cortical model, can sup-
port recall (pattern completion) of stored patterns after a single
study exposure. This allows the model to make recognition
decisions based on the content of retrieved information, not
just the amount of retrieved information.

Figure 2 shows the hippocampal model. To apply the hippo-
campal model to recognition, Norman and O’Reilly (2003)
compared the test cue (presented on the EC_in layer, which
corresponds to superficial layers of entorhinal cortex) to the
pattern of retrieved information (activated over the EC_out
layer, which corresponds to deep layers of entorhinal cortex).
When recalled information matches the test cue, this consti-
tutes evidence that the item was studied; conversely, mismatch
between recalled information and the test cue constitutes evi-

Hippocampus

dence that the test cue was not studied (e.g., study “rats,” test
“rat”’; if the hippocampal model recalls that rats-plural was
studied, not rat-singular, this can serve as grounds for rejection
of rat). For every item, we computed a hippocampal “memory
evidence” score by taking the number of recalled features that
matched the test cue and subtracting out the number of
recalled features that mismatched the test cue. Note that none
of the simulation results described below depend on our use of
this match—mismatch measure. For example, the properties
described below are still present when we use the average activ-
ity of the hippocampal network (in region CAl of the model)
as our measure of memory evidence.

Importantly, although the CLS model provides a detailed
account of the properties of the hippocampal and cortical
memory signals, it does not directly address the question of
how subjects use these signals to make recognition memory
decisions. In the Norman and O’Reilly (2003) model, recogni-
tion decision-making was treated as a “black box” that was
external to the network model itself (i.e., the decision process
was not itself simulated by a neural network). The simulations
from that paper used a simple decision rule whereby test items
were called “old” if the hippocampal signal exceeded a certain
value; otherwise, the decision was made based on the cortical
signal (Jacoby et al., 1997). This decision rule is almost cer-
tainly oversimplified [e.g., we agree with Wixted (2007) that
subjects probably combine the signals in some way before mak-
ing their decision, instead of treating the two signals sepa-
rately]. Developing a richer account of recognition memory de-
cision rules and the neural mechanisms that implement these
rules is an important direction for future research [see Norman
et al. (2008) for further discussion of these issues].

KEY RESULTS FROM OUR CLS

RECOGNITION MEMORY SIMULATIONS

In this section, we review three critical differences in how
(according to our model) hippocampus and cortex contribute
to recognition memory. We then describe an important bound-
ary condition on these differences.

Critical Difference 1: Differences in How the
Cortical and Hippocampal Signals Are Distributed

Distributional properties of the cortical
memory signal

The memory signal generated by the cortical network is well
described by a Gaussian signal detection model. The ratio of
studied variance to lure variance depends on which sources of
variability are present in the paradigm being simulated.

Figure 3 shows the distributions of memory scores associated
with studied items and lures from a representative cortical-
model simulation. Both these distributions have an approxi-
mately Gaussian shape (note that this is an emergent property
of the model rather than something that was built into the model
in the first place). In Figure 3, the distributions are shown as hav-
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FIGURE 3. Histogram of the memory signal generated by the

CLS cortical network, given 20% average overlap between input
patterns. Figure adapted from Norman and O’Reilly (2003).

ing equal variance, but this is not always the case. As discussed in
Norman and O’Reilly (2003), the ratio of the variances will
depend on the particular sources of variability that are present in
a particular simulation. Some kinds of variability, for example,
encoding variability (variability in how well items are stored dur-
ing the study phase), affect studied items more than lures and
should therefore lead to greater variability in the studied-item
memory strength distribution than in the lure memory strength
distribution (Hilford et al., 2002; Wixted, 2007). Other forms
of variability, for example, pre-experimental variability (variabili-
ty in how much the features of a test item overlap with features
of items studied before the experiment) should affect studied
items and lures equally. If the ratio of pre-experimental variabili-
ty to encoding variability is high (i.e., encoding variability is
making a relatively small contribution to performance), then
studied-item variance and lure variance will be approximately
equal. Conversely, if encoding variability is more prominent than
pre-experimental variability in a particular simulation, then var-
iance in cortical memory strength (across items) will be larger for
studied items than for lures.

Distributional properties of the hippocampal
memory signal

The memory signal generated by the hippocampal network
is both continuous and non-Gaussian. The maximal level of
confirmatory evidence generated by studied items typically
exceeds the maximal level of evidence generated by lures. This
property results in a positive Y intercept on ROC curves.

Figure 4 shows [for a representative simulation taken from
Norman and O’Reilly (2003)] the distributions of hippocampal
memory scores associated with studied items and lures. This
particular simulation had a moderate level of feature overlap
between input patterns (20% on average). As is clear from
Figure 4, the hippocampal memory signal distributions do not
adhere to a simple Gaussian model. The bulk of the lure distri-
bution is located at the zero point, although some lures trigger
above-zero memory signal. The studied distribution is bimodal,
and crucially, it extends further to the right than the lure distri-
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bution, so there are some (high) memory scores that are some-
times triggered by studied items but never by lures.

The low level of lure memory strength shown in Figure 4 is a
consequence of hippocampal pattern separation. In the hippo-
campal model, recall (pattern completion) occurs when the test
item activates the hippocampal neurons that were involved in
representing an item at study. Because of pattern separation, the
hippocampal representations of lures and studied items typically
do not overlap strongly; this low level of overlap prevents lures
from accessing stored hippocampal memory traces and triggering
recall. Because the hippocampal memory strength distribution
for studied items extends past the hippocampal memory strength
distribution for lures, the model predicts that the hippocampal
memory process will generate an ROC curve with a positive
Y-intercept (i.e., it should be possible to place a decision bound-
ary so there are some hits but no false alarms).

These properties of the CLS hippocampal model are broadly
consistent with the idea (promoted by Yonelinas and col-
leagues) that the hippocampus generates a thresholded memory
signal that is sometimes triggered by studied items but never
by lures (Yonelinas, 1994; Yonelinas et al., 1998). If we treat
the upper limit of the lure distribution in Figure 4 as a “thresh-
old,” it is true that studied items sometimes exceed the thresh-
old but lures never do. Above-threshold memory strength val-
ues (in Fig. 4, memory strength values >0.2) are perfectly diag-
nostic as to whether the test item as studied (because these
high values are only ever generated by studied items), whereas
below-threshold memory strength values carry very little infor-
mation about whether the test item was studied. To be clear,
the idea that the CLS hippocampal memory signal is a thresh-
old process [in the technical, signal-detection sense; Macmillan
and Creelman (2005)] does not imply that the hippocampus
generates a discrete, all-or-none signal, and it does not imply
that qualitatively different processes are engaged on trials where
memory exceeds (vs. does not exceed) the threshold. In the
CLS model, studied items and lures both trigger continuously
varying levels of evidence; it just happens to be the case that
(because of pattern separation) the maximum level of evidence
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FIGURE 4. Histogram of the memory signal generated by the

CLS hippocampal network, given 20% average overlap between
input patterns. Figure adapted from Norman and O’Reilly (2003).
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triggered by studied items exceeds the maximum level of evi-
dence triggered by lures.

It is also useful to clarify how the CLS model relates to the
memory model recently proposed by Shimamura and Wickens
(2009). Like our model, the Shimamura and Wickens’s (2009)
model posits that the hippocampus can generate a non-Gaus-
sian, positively skewed memory signal distribution, whereas
regions lower in the MTL processing hierarchy generate less-
skewed (more Gaussian) memory signal distributions. A crucial
difference between the Shimamura and Wickens (2009) model
and the CLS model is that the CLS model is a mechanistic
model (ie., it specifies a procedure for computing memory
strength scores for individual simulated items), whereas the Shi-
mamura model is a measurement model (i.c., it specifies a pro-
cedure for estimating model parameters from behavioral sum-
mary statistics, but it does not specify a procedure for comput-
ing memory strength scores for individual items). In the CLS
model, the non-Gaussian shape of the hippocampal distribu-
tion is an emergent property of assumptions that we have
made about how the hippocampal memory signal is computed;
in the Shimamura model, the non-Gaussian shape of the hippo-
campal distribution is captured by their use of ex-Gaussian dis-
tributions, which contain a parameter for positive skew.

Critical Difference 2: The Hippocampus
Performs Better Than Cortex at Discriminating
Between Studied Items and Related Lures
(Except If the Test Gives a Forced Choice
Between Studied Items and Corresponding
Related Lures)

The CLS model predicts that cortex and hippocampus can
both support good recognition performance when lures are not
closely related to studied items. However, when lures are closely
related to specific studied items [e.g., study “rats” and test with
“rat”’; Hinzzman et al. (1992)], hippocampally based recogni-
tion performance should be higher than cortically based recog-
nition performance, because of the hippocampus’ ability to
assign distinct representations to similar stimuli. As mentioned
earlier, this pattern-separation property implies that most lures
will not trigger a strong hippocampal signal. Furthermore, if a
lure is similar enough to a studied item to trigger pattern com-
pletion of that item, the lure can be rejected based on mis-
match between the test probe and the recalled information.

The CLS model also predicts that effects of target-lure simi-
larity should interact with test format. Most recognition tests use
a yes—no (YN) format where test items are presented one at a
time, and subjects are asked to label them as old or new. The
model predicts that cortex should perform very poorly on YN
tests with related lures (because the distributions of cortical
memory scores associated with studied items and related lures
overlap strongly). However, the model predicts that cortex
should perform much better when given a forced choice between
studied items and corresponding related lures (e.g., “rat” and
“rats” are presented simultaneously, and subjects have to choose
which item was studied). In this situation, the model predicts

Hippocampus

that the mean difference in cortical memory strength between
the studied item and the related lure will be small, but the stud-
ied item should reliably trigger a slightly larger cortical memory
signal than the corresponding related lure (thereby allowing for
correct responding). This prediction comes about because there
is extensive covariance in the cortical memory scores triggered
by studied items and corresponding related lures; this high level
of covariance makes the variance of the difference in these corti-
cal memory scores very small [see Hintzman (1988) for further
discussion of this point about covariance].

Taken together, these predictions imply that patients with
hippocampal damage should perform very poorly on YN tests
with related lures. However, the same patients should show rel-
atively spared performance on tests with unrelated lures, or
when they are given a forced choice between targets and corre-
sponding related lures (since cortex can pick up the slack in
both cases). Holdstock et al. (2002) and Mayes et al. (2001)
tested these predictions in a patient with focal hippocampal
damage and obtained the predicted pattern of results; for addi-
tional evidence in support of these predictions, see also Wester-
berg et al. (2006). Contrary to this prediction, Bayley et al.
(2008) observed similar levels of impairment in hippocampally
lesioned patients on YN tests and forced-choice tests with cor-
responding related lures—however, it is possible (as is the case
in all patient studies) that these patients had dysfunction in
cortex that was not detected with standard MRI techniques.

To be clear, the model does not predict that all types of forced-
choice responding will be relatively spared in patients with focal
hippocampal damage. The prediction of relatively spared per-
formance is related to a particular type of forced-choice test (i.e.,
tests that pair studied items with corresponding lures: study A, B;
test A vs. A’, B vs. B'). If we set up a forced-choice test that pairs
studied items with lures that are related to other studied items
(e.g., study A, B; test A vs. B'), the model predicts that perform-
ance will be impaired after focal hippocampal damage. This pre-
diction has yet to be tested in patients [see Migo et al. (2009) for
evidence from normal subjects that speaks to this prediction].

Critical Difference 3: The Cortical Signal
Tracks Global Match; The Hippocampal
Signal Does Not

Numerous behavioral studies have demonstrated that sub-
jects' recognition judgments are sensitive to global match,
where global match is defined as the summed similarity of the
test probe to all of the studied items (Clark and Gronlund,
1996). Studies have found that the probability of calling a non-
studied test item “old” increases as a function of (1) the num-
ber of similar items that have been studied [e.g., Koutstaal
et al. (1999), Shiffrin et al. (1995), Zaki and Nosofsky (2001),
and Criss and Shiffrin (2004)] and (2) the degree of similarity
between studied items and the test item, holding the number
of studied items constant [e.g., Kahana and Sekuler (2002) and
Yotsumoto et al. (2007)].

The memory signal generated by the cortical network tracks,
in a graded fashion, the global match between the test cue and



all stored memory traces. This property arises because cortex
assigns similar representations to similar stimuli—if the repre-
sentation of one item is sharpened, this benefit accrues to other
stimuli in proportion to their similarity to the initial stimulus.
Importantly, the hippocampal model does not exhibit this
global match property. Because of hippocampal pattern separa-
tion, the test probe has to be very similar to a studied item
before it triggers any recall. If the test probe is a studied item,
adding other items to the study list that overlap moderately
with that item will reliably boost the cortical memory signal,
but the hippocampal signal will not increase, and (depending
on how the model is parameterized) the hippocampal signal
can even decrease due to interference between all of the similar
memory traces. This is a manifestation of the well-known prin-
ciple that increasing the number of associates to a given cue
can hurt recall of these associates; this principle has been
described elsewhere in terms of cue overload effects (Watkins
and Watkins, 1975) and fan effects (Anderson and Reder, 1999;
Reder et al., 2000).

Boundary Conditions on the Critical
Differences Listed Above

The three critical properties of the hippocampal model listed
above (non-Gaussian memory strength distributions leading to
a positive ROC Fintercept; good discrimination between stud-
ied items and related lures; lack of sensitivity to global match)
are straightforward consequences of the hippocampal model’s
ability to assign relatively distinct representations to overlapping
inputs. Importantly, there are limits on this abilicy—if the
inputs coming into the hippocampus are extremely similar to
one another, the hippocampus will fail to assign distinct repre-
sentations to these patterns. In this “pattern separation failure”
regime, the properties of the hippocampal memory signal come
to resemble the properties of the cortical memory signal—the
memory strength distributions for studied items and lures start
to become more Gaussian and overlapping, and (correspond-
ingly) the ROC becomes more symmetrical and the Y-intercept
approaches zero. This difference in operating characteristics can
be seen by comparing Figure 5 (which shows the distribution
of the hippocampal memory signal given 40.5% feature overlap
between input patterns) and Figure 4 (which shows the distri-
bution of the hippocampal memory signal given 20% feature
overlap between input patterns). Elfman et al. (2008) tested
the model’s predictions about effects of feature overlap using a
source memory experiment where each item was presented ei-
ther on the left or the right side of the screen at study. They
manipulated the level of item feature overlap by using photos
of houses as stimuli (in the “high feature overlap” condition)
or else using randomly selected photos as stimuli (in the “low
feature overlap” condition). At test, subjects were shown photos
and asked to say whether each photo was presented on the left
or right side of the screen at study. Elfman et al. (2008) plotted
normalized source memory ROC curves (under conditions of
high vs. low item feature overlap) and measured the shape of
the zzROC—if the underlying distributions are Gaussian, then
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FIGURE 5. Histogram of the memory signal generated by the

CLS hippocampal network, given 40.5% average overlap between
input patterns. Figure adapted from Norman and O’Reilly (2003).

the z-ROC will be linear; conversely, curvature in the z-ROC
implies that the underlying distributions are not Gaussian [but
see Malmberg and Xu (2006) for some cautions regarding how
to interpret z-ROC curvature]. In keeping with the CLS mod-
el’s predictions, Elfman et al. (2008) found that the z-ROC
was significantly U-shaped (indicating non-Gaussian distribu-
tions) in the low feature overlap condition and that the z-ROC
was significantly less U-shaped in the high feature overlap con-
dition, suggesting that the underlying distributions in this con-
dition were closer to being Gaussian.

IMPLICATIONS FOR THE CURRENT DEBATE

Characterizing Hippocampal Versus Cortical
Contributions

Recollection versus familiarity

The question of how well recollection/familiarity map onto
the hippocampus/cortex distinction depends critically on how
we define these terms. If we define familiarity very broadly as
“a scalar signal that can be used to support recognition mem-
ory judgments,” then our simulations suggest that hippocampus
can support familiarity—the average level of activity in region
CA1 of the hippocampal model discriminates between old and
new items, and this signal could conceivably be used to support
recognition memory judgments. However, within the memory
modeling community, practically all researchers have adopted a
more specific definition of familiarity centered around the idea
of summed similarity or global match [e.g., Gillund and Shif-
frin (1984), Hintzman (1988), Nosofsky (1988), Humphreys
et al. (1989), Murdock (1993), and Shiffrin and Steyvers
(1997); for reviews, see Clark and Gronlund (1996), Malmberg
(2008), and Norman et al. (2008)].

Our simulations show that the cortical model can support
global match judgments, but the hippocampal model cannot
support these judgments, except under conditions where stimuli

Hippocampus
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are extremely similar to one another. Some of the behavioral
studies that have demonstrated sensitivity to global match have
used extremely similar stimuli [e.g., Kahana and Sekuler (2002)
used grayscale textures generating by superimposing horizontal
and vertical gratings, and Yotsumoto et al. (2007) used highly
similar synthetically generated faces], but global match effects
can be observed even when stimuli are not highly similar to
one another. For example, Shiffrin et al. (1995) purposefully
disguised their main manipulation (of the number of items in
a semantic category) by using loosely defined categories and
intermixing items from different categories in the study list
subjects did not notice the category structure of the list, but
they still showed a robust effect of category length on false
alarms to items from that category. If we follow the lead of the
memory modeling community and treat “sensitivity to global
match” as an essential property of familiarity, our CLS model
simulations suggest that cortex can support familiarity but hip-
pocampus can not support familiarity (except in the aforemen-
tioned case where the stimuli being used in the experiment are
all extremely similar to one another).

Moving beyond recollection versus familiarity

It is important to not let definitional questions about recollec-
tion and familiarity distract us from the fundamental question at
hand: coming up with a precise, testable description of the
essential differences between the two systems’ contributions to
recognition memory. Generating these precise computational
descriptions was the central goal of the Norman and O’Reilly
(2003) Psychological Review paper. However, in retrospect, it
appears that we muddied the waters by continuing to use the
terms “familiarity” and “recollection” (with all of their baggage)
to describe cortical and hippocampal contributions. For many
readers, the take-home message of our work was that it was basi-
cally OK to keep using the existing recollection/familiarity
framework. Now that we are revisiting these issues, our goal is to
refocus discussion on the most fundamental computational idea
to come out of our simulations, namely: Hippocampal pattern
separation imbues the hippocampal signal with different operating
characteristics than the cortical signal. Pattern separation makes
the hippocampus especially well-suited for discriminating
between studied items and related lures; it makes the hippocam-
pus especially poorly suited for computing global match; and it
imbues the hippocampal ROC curve with a Yintercept > 0.

The basic idea that hippocampus does pattern separation is
widely accepted in the field, and the past several years have
seen the publication of some extremely clever and powerful ex-
perimental demonstrations of hippocampal pattern separation
[e.g., Bakker et al. (2008), Leutgeb et al. (2007), and Clelland
et al. (2009)]. However, we think that the implications of pat-
tern-separation differences (in hippocampus vs. cortex) for rec-
ognition performance have not been fully explored. For exam-
ple, although there have been fMRI studies demonstrating that
hippocampus does an especially good job of separating out
studied items from similar lures (Bakker et al., 2008), there
have not (to our knowledge) been any imaging studies that test
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the model’s predictions about the respective contributions of
cortex versus hippocampus to global-matching effects. These
predictions could easily be tested using fMRI or intracranial
EEG. Specifically, one could run experiments that parametri-
cally manipulate the number of studied items related to each
test probe [as per Shiffrin et al. (1995)] and also the similarity
of these items to the test probe [as per Kahana and Sekuler
(2002) and Yotsumoto et al. (2007)]. The key prediction is
that, in every situation where subjects show a behavioral global
match effect, perirhinal cortex activity should monotonically
track global match. By contrast, hippocampal activity should
only track global match in situations where all of the items are
very similar to one another. If we can establish that cortex is
more useful for global match computations than the hippocam-
pus, this would be a huge step forward in fractionating the
contributions of MTL substructures to recognition memory.
Although the claim that “hippocampus does not implement
familiarity” is subject to interpretive ambiguity relating to the
meaning of “familiarity,” the claim that “hippocampus cannot
compute summed similarity (unless the inputs show extensive
overlap)” is much more clear.

Implications for measurement models

The CLS model simulations described earlier can help us to
assess the validity of techniques that are commonly used to
measure the contributions of hippocampus and cortex to recog-
nition memory. Here, we will focus on the dual-process signal-
detection (DPSD) model set forth by Yonelinas et al. (Yone-
linas, 1994, 2001; Yonelinas et al., 1998, 2002), because this is
the most widely used measurement model in the literature.
The most important assumptions underlying the DPSD mea-
surement model are (1) that familiarity is an equal-variance
Gaussian signal detection process (yielding a symmetric ROC
with a zero ¥intercept) and (2) recollection is a thresholded
process (in the technical sense that the studied-item evidence
distribution extends to the right of the lure evidence distribu-
tion, yielding an asymmetric ROC with a positive Y-intercept).
Given these assumptions, any asymmetry in the ROC curve
can be attributed to the recollection process. If we make the
further assumption that recollection maps onto the hippocam-
pus (Yonelinas, 2002), we can use asymmetry in the ROC to
index the degree to which the hippocampus is contributing to
recognition performance.

According to the CLS model, the assumptions underlying the
DPSD model will hold in some circumstances but not others. In
our simulations, the cortical signal is well-described by an equal-
variance Gaussian signal-detection model unless contribution of
encoding variability (which affects targets more than lures) is
large relative to the contribution of other forms of variability
(e.g., variability in pre-experimental exposure to stimuli) that
affect targets and lures equally. Also, in our simulations, the hip-
pocampal signal yields a positive ROC ¥intercept unless there is
an extremely high level of feature overlap between items. If
encoding variability is controlled, for example, using an encod-
ing task, and between-item similarity is not too high, then esti-



mates of recollection and familiarity obtained using the DPSD
procedure should approximately reflect the contributions of the
hippocampal and cortical processes (respectively). More specifi-
cally, the DPSD estimate of hippocampal recollection corre-
sponds to the height of the (estimated) ROC ¥intercept, which
indicates the proportion of the studied item distribution that lies
to the right of the maximum of the lure distribution. The hip-
pocampal distributions shown in Figure 4 are too complex to be
fully described with this single number—knowing the propor-
tion of the studied-item distribution that lies above a particular
memory strength value does not tell us how the distribution is
shaped below that point. Nonetheless, the ¥intercept is a useful
proxy for the overall strength of the hippocampal signal in the
model.

Our CLS simulations suggest that it should not be difficult
to engineer situations where the assumptions of DPSD are in-
valid. For example, strong encoding variability will lead to vio-
lations of the equal-variance assumption for the cortical process
[strong encoding variability will also lead to violations of the
assumption that the two signals are stochastically independent;
see and Norman and O’Reilly (2003) for further discussion of
this point]. It seems clear to us that blindly using models like
DPSD without regard to boundary conditions can lead to trou-
ble. However, while the assumptions of DPSD will not always
be met, it seems likely to us that many—if not most—of the
studies that have used DPSD fit within the boundary condi-
tions outlined earlier (low-encoding variability, not too much
overlap between items in the learning set). For example, in the
studies that have applied ROC analysis to data from hippocam-
pally lesioned animals (Fortin et al., 2004; Sauvage et al.,
2008), the rats had to sniff each odor at training (thereby
reducing encoding variability), and the odors were very distinc-
tive (thereby ensuring that there would not be too much over-
lap between the cortical representations of these odors).

Speaking generally, a measurement model does not have to
be exactly correct to be a useful source of converging evidence
and it does not have to be applicable in every situation. For
these reasons, it seems like we would be depriving ourselves of
a useful tool if we banished measurement models like DPSD.
We just need to be aware of the boundary conditions, and
mechanistic models like CLS give us a way of developing intu-
itions about what these boundary conditions will be.

SUMMARY

The high-level goal of this work has been to reassert the im-
portance of mechanistic models in the debate over how hippo-
campus and cortex contribute to recognition memory. It is
worth noting that practically all the recent debates over the
neural basis of recognition memory have focused on the relative
validity of different measurement models—the DPSD model
versus the unequal-variance signal-detection model described by
Wixted (2007) and others versus the Shimamura and Wickens
(2009) model versus countless other models [for a review, see
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Yonelinas and Parks (2007)]. Mechanistic models like CLS
have played a relatively small role in the debate thus far. In this
work, we have described two related areas where mechanistic
models can contribute: First, mechanistic models can be used
to proactively generate predictions about how particular manip-
ulations will affect hippocampal and cortical memory processes.
Second, mechanistic models can be used to evaluate the
assumptions of measurement models.

The specific goal of this work has been to reassert the claim
from Norman and O’Reilly (2003) that pattern-separation dif-
ferences are the key to understanding differences in hippocam-
pal versus cortical differences. We listed several implications of
these pattern-separation differences for recognition perform-
ance, including the idea that cortex is better-suited for comput-
ing global match. We believe that fully exploring these implica-
tions, using models like CLS as a guide, will help us to arrive
at a richer understanding of how the contributions of hippo-
campus versus cortex to recognition memory differ.
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